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T
he day before Thanksgiving 2013, Target was 
hacked. For the next 18 days, cybercriminals 
siphoned approximately 40 million credit and debit 
card numbers from point of sale systems as unaware 

holiday shoppers frequented the retailer’s stores during 
its busiest time of the year.1

But the perpetrators may have laid the ground-
work well before they started pilfering customer infor-
mation from Target’s systems. According to one report, 
two months earlier the thieves stole network creden-
tials from one of Target’s heating, air conditioning, 
and refrigeration vendors by infecting the vendor’s 
computers through a virus-laden email.2 With these 
credentials, they made their way into the company’s 
payment system network a couple of weeks before the 
attack, where they planted and tested their malware.

Thickening the plot, Target may have been 
made aware of the attack as it was happening. Earlier 
in the year, the company purchased and installed 
sophisticated network security software that report-
edly detected and alerted Target security specialists 
of the infiltration—twice—before the hackers began 
to transmit the stolen card data off of the company’s 
network.3 But Target did not act on those alerts, only 
putting an end to the leak after being notified by fed-
eral law enforcement officials.

Target’s story is hardly a unique one. As net-
worked and cloud-based services have proliferated 
over the last decade, the increase in remote connec-
tivity has led to a corresponding increase in hackers 
exploiting that connectivity for personal gain, and 
in organizations inadvertently exposing confidential 
information stored on their networks. In 2013 alone, 
Privacy Rights Clearinghouse, which compiles pub-
licly reported breaches of sensitive personally iden-
tifiable information in the United States, collected 
information on 297 breaches that occurred due to 
hacking, malware, or an organization’s unintended 
disclosure of data, including Target’s.4 Given the 
number of breaches that go unreported, the actual 
number certainly is much higher.

Despite the high number of breaches, the law has 
been slow to establish a duty of care for the security 
of consumer data stored on networked computers or 
other devices. A handful of lawsuits arising from such 
breaches have resulted in court opinions addressing 
the duty of care in specific contexts,5 but the vast 
majority of breach suits have either been dismissed 
for lack of standing or failure to state a claim or, if 
surviving a motion to dismiss, are settled out of court.

To fill this void, a number of federal and state 
regulatory frameworks have developed in recent years 
to hold businesses responsible for protecting sensitive 
consumer data. Government regulators have used this 
authority to bring actions against businesses that suf-
fer a breach of such consumer data which, in the eyes 
of the regulators, could have been prevented through 
the implementation of commercially reasonable data 
security measures.

THE FTC AS LEAD CONSUMER 

DATA SECURITY REGULATOR

The primary cop on the consumer data secu-
rity beat has been the Federal Trade Commission 
(FTC). Since 2002, the FTC has brought and set-
tled over 50 enforcement actions against businesses 
for allegedly maintaining insufficient data security 
practices, primarily under its authority to regulate 
“unfair or deceptive acts or practices in or affecting 
commerce” under Section 5 of the FTC Act.6 Some 
states have contributed to the enforcement land-
scape as well under so-called Little FTC Acts, which 
grant them parallel and coextensive authority, as 
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well as a few state laws that provide more granular 
cybersecurity requirements.7 But none has been as 
active, or has broken as much new ground, as the 
FTC. Therefore, this article focuses on the FTC’s 
stated data security standards, as may be applied by 
the states as well.

The FTC typically proceeds under one of 
two theories. First, a business that fails to adopt 
 industry-standard security measures to protect sensi-
tive consumer information engages in “unfair” busi-
ness practices. Second, a business that makes a 
promise that it will keep consumer data secure but 
then suffers a breach through inadequate safeguards 
commits a “deceptive” practice.

All of the FTC’s Section 5 data security enforce-
ments that have resolved to date have resulted in set-
tlements, typically requiring companies to establish a 
comprehensive data security program and to conduct 
and file biennial, independent audits for 20 years.8 
Although these settlements are not accompanied by 
any financial penalty, any failure to comply with the 
settlement agreement over the next 20 years, includ-
ing through another data breach due to a security 
lapse, can result in a penalty of $16,000 per record 
breached. A subsequent violation can be costly; in 
2012, Google paid a $22.5 million penalty to settle its 
second Section 5 complaint in two years.9

Despite this robust enforcement environment, 
the FTC has not promulgated any regulations for-
mally enumerating what data security practices it 
considers to be required by law. Instead, it issues 
complaints along with its settlements that indicate 
which of the settling organization’s practices it con-
sidered inadequate. The FTC then encourages busi-
nesses to avoid these practices to reduce the risk of 
an investigation.10

Due to this uncertain and incremental enforce-
ment approach, it is not always clear to businesses 
what security measures they need to implement to 
avoid violating the law.11 This particularly is the case 
with respect to technical security measures used to 
secure remotely accessible networks and databases, 
where technology changes frequently and network 
compromises are common, if not expected, in some 
circumstances.

This article examines the FTC’s complaints and 
informal guidance to clarify what network security 
measures the FTC believes are required legally by 
Section 5 of the FTC Act.12

WHAT TYPES OF CONSUMER 

DATA ARE COVERED?

The FTC does not treat all breaches equally. 
Consistent with the FTC’s consumer protection mis-
sion, a key feature of the FTC’s data security actions is 
that the breach leading to the investigation caused some 
sort of harm to consumers. In Section 5 unfairness cases, 
such harm also is an element of the offense, as a business 
practice can be considered “unfair” only if it “causes or 
is likely to cause substantial injury to consumers.”13 
To date, nearly all of the FTC’s Section 5 data breach 
actions have followed one of five different recurring 
fact patterns. Web site and network operators should 
therefore consider whether they adequately secure the 
categories of data reflected in these fact patterns.

By far, the most prevalent subject of FTC action 
in this space are breaches involving data that can be 
used by bad actors to commit fraud or identity theft.14 
Within this category, the FTC most frequently brings 
actions in the event of breaches of Social Security 
numbers or other government identifiers, payment 
card numbers, or financial account numbers, all of 
which can be used to withdraw money, spend money, 
or establish a financial account in a victim’s name.

The second fact pattern involves the over- 
collection of consumer data without the knowledge of 
the consumer. While these FTC complaints also cite 
the exposure of certain data elements that can be used 
to commit identity theft, they focus on the compre-
hensiveness of the data collected. For example, in one 
action, the FTC scrutinized the information practices 
of a software application that, when installed, would:

monitor nearly all of the Internet behavior 
that occurs on consumers’ computers, includ-
ing information exchanged between consumers 
and websites other than those owned, operated, 
or affiliated with respondent, information pro-
vided in secure sessions when interacting with 
third-party websites, shopping carts, and online 
accounts, and headers of web-based email; 
track certain non-Internet-related activities 
taking place on those computers; and transmit 
nearly all of the monitored information … to 
respondent’s computer servers.15

Third, the FTC has brought actions when a 
hacker exploits a security vulnerability to gain access 
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to a consumer’s online account and accesses sensitive 
information or makes changes to the account. For 
example, in a complaint against Twitter, the FTC 
criticized insufficient security measures that permit-
ted intruders to “(1) gain unauthorized access to non-
public tweets and nonpublic user information, and 
(2) reset any user’s password and send unauthorized 
tweets from any user account.”16

Fourth, the FTC has proceeded in a few cases 
against breaches of categories of information considered 
to be sensitive but not related to identity theft or any 
risk of financial harm, such as health-related informa-
tion.17 While there are not too many of these cases, the 
FTC in a number of published materials has mentioned 
other types of “sensitive” data categories in the same 
breath as fraud-facilitating and health information, 
including children’s information and geolocation infor-
mation.18 It is not hard to imagine the FTC bringing a 
Section 5 claim focusing on breaches of these and other 
sensitive types of consumer data as well.

Finally, as a catchall, the FTC and state attor-
neys general have proceeded on the basis of a breach 
of certain consumer data when an organization has 
represented, explicitly or implicitly, that it will secure 
that data.19

Therefore, Web sites and companies that make 
available networked databases that collect, use, and 
store these sensitive types of consumer data, for exam-
ple, online retailers who collect and process credit 
card payments, companies that collect Social Security 
numbers as part of a consumer identification process, 
and online services collecting health information, are 
at a greater risk for enforcement based on deficient 
cybersecurity measures.

THE LEGAL STANDARD

Typically, an investigation under Section 5 or 
a state Little FTC Act is precipitated by a report 
of a prominent security breach. Such reports have 
increased in frequency over the last decade as almost 
all states have enacted laws requiring organizations 
to report when they experience breaches of cer-
tain sensitive consumer information.20 During the 
investigation, the FTC or state attorney general will 
examine the cause of the breach, often evaluating the 
company’s entire cybersecurity program to determine 
if it was sufficient to protect the consumer data at 

issue. If, in the regulator’s estimation, the company’s 
security measures taken together were not “reasonable 
and appropriate,” the regulator typically considers the 
lack of such measures, as a whole, to be a violation of 
the applicable consumer protection law.21

This test is extremely broad and gives regulators 
great latitude to adapt the standard to meet their 
determination of reasonableness based on any given 
set of facts.22 Although the FTC has not put forward 
any formal guidance as to what security practices it 
considers to be reasonable, at the core of the “reason-
ableness” inquiry is a set of baseline standards that 
are derived from industry-standard cybersecurity prac-
tices.23 Some of these standards are factored into the 
practices that the FTC considers “unreasonable” in its 
complaints. The FTC has also published an informal 
brochure, Protecting Personal Information: A Guide for 
Business, which sets forth at a high level some of the 
FTC’s cybersecurity expectations.24

This section identifies the cybersecurity practices 
in complaints filed by the FTC and incorporated into 
its informal guidance that apply to consumer data 
stored on Internet-connected or other networked 
computers. These practices, which form the de facto 
legal standard followed by the FTC and many state 
regulators, can be grouped into four general cat-
egories: (1) testing and monitoring for reasonably 
foreseeable vulnerabilities and threats, (2)  network 
architecture, (3) encryption, and (4)  access control 
and authentication. Any company that relies on 
networked access to resources and consumer data, 
which includes cloud service providers, businesses 
that allow remote access to company databases and 
documents by employees or contractors, and just 
about any company with a Web site, should consider 
incorporating these practices into its security pro-
gram to mitigate the risk of a regulatory action accus-
ing it of failing to appropriately safeguard networked 
consumer data.

TESTING AND MONITORING 
FOR REASONABLY FORESEEABLE 
VULNERABILITIES AND THREATS

The FTC understands that networks and systems 
have vulnerabilities, and does not prosecute the 
existence of every vulnerability that might lead to a 
breach of consumer data. What it does not condone, 
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however, is when an organization fails to take steps to 
identify and remediate reasonably foreseeable risks, 
and then suffers a breach due to an exploitation of 
those unaddressed risks.

From the FTC’s perspective, businesses that 
handle sensitive consumer data have an obligation to 
expend resources to detect risks that can be uncov-
ered with “reasonable” effort and cost. It is less clear 
what levels are “reasonable”; in its business guide, the 
FTC notes that “[d]epending on your circumstances, 
appropriate assessments may range from having a 
knowledgeable employee run off-the-shelf security 
software to having an independent professional con-
duct a full-scale security audit.”25

In the context of the FTC’s consent orders 
involving consumer data stored on networked com-
puters, this general standard of care has been applied 
in four main forms.

The first is a requirement to test code and soft-
ware for security vulnerabilities.26 If the FTC thinks 
that a flaw could have been caught if there had been 
regular and diligent code testing and review, it will 
not give the developer the benefit of the doubt. 
While it is unclear what comprises the universe of 
“reasonably foreseeable risks” the FTC expects that 
code testing and review will catch, one category 
is for certain: the FTC expects businesses to test 
for well-known vulnerabilities and attacks. In the 
Web development context, two attacks that seem 
to particularly catch the FTC’s attention are SQL 
injection and cross-site scripting attacks. In such 
attacks, a hacker tricks a Web site into executing 
administrative commands where the Web site was 
expecting other input, with the goal of retrieving 
sensitive data not intended to be disclosed by the 
Web site.27 In addition, the FTC’s business guide 
notes that Web developers should pay attention to 
the top Web development risks identified by the 
Open Web Application Security Project and SANS 
Institute, which also could be incorporated into the 
legal standard in the future.28

The second requirement is to implement an 
antimalware solution on the network and on end-
points with access to sensitive consumer data, and 
to regularly update it with vendor patches.29 Despite 
the recent (and surprising) quote from leading 
 antimalware provider Symantec that such software 
“is dead” because it catches less than half of modern 
cyberattacks,30 the fact is that antimalware solutions 

are useful precisely because they catch those sorts 
of common attacks. Due to the ubiquity of antimal-
ware packages, as well as their relative affordability, 
the FTC regards it as a necessary, if insufficient on 
its own, component of an effective data security 
program.

Third, in 2010, the FTC for the first time 
admonished a company for “fail[ing] to monitor and 
filter outbound traffic from its networks to identify 
and block export of sensitive personal information 
without authorization.”31 The complaint’s inclusion 
of this requirement raised a number of eyebrows. 
While a system that monitors and blocks certain 
information from leaving networks (also known as 
a data loss prevention solution) is viewed as a valu-
able tool to help detect the exfiltration of sensitive 
data, it is not a solution categorically required by 
any industry standard. Data loss prevention solutions 
also can be very expensive to implement in practice. 
That said, the FTC in its business guide suggested 
that companies “[m]onitor outgoing traffic for signs 
of a data breach,” watching “for unexpectedly large 
amounts of data being transmitted from your system 
to an unknown user” and, if detected, “investigat[ing] 
to make sure the transmission is authorized.”32 In 
2012, the FTC entered into a consent order against 
a company that made sensitive consumer data avail-
able over a peer-to-peer network downloaded by 
an employee, arguing that the company’s failure to 
“inspect[ ] outgoing transmissions to the internet to 
identify unauthorized disclosures of personal informa-
tion” constituted an unreasonable security practice.33 
Therefore, companies who hold very sensitive con-
sumer data on their networks—the breach in this 
case involved credit card numbers—should strongly 
consider the implementation of a data loss preven-
tion solution.

Finally, the FTC has indicated that companies 
should maintain and regularly monitor network activ-
ity logs for indications of a breach.34 Failing to do so 
is not likely to be the driving force of a regulatory 
enforcement action; it is more likely to be added to 
a complaint when there is a breach based on another 
deficient security practice that might have been 
detected sooner with regular log review. That said, 
to the extent that maintaining and monitoring logs 
can help determine the cause of a suspected breach, 
doing so can help a company (1) convince a regulator 
that a suspected breach was innocuous and (2) avoid 
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having to comply with state breach notification laws 
if the logs support the theory that the data was not 
exfiltrated, misused, or otherwise accessed without 
authorization.

NETWORK ARCHITECTURE

The previous section described data security 
processes that regulators expect businesses to use to 
detect security threats and vulnerabilities. This sec-
tion describes some of the architectural features that 
companies are expected to build into their networks to 
reduce the likelihood of a breach, whether to protect 
against external threats or internal vulnerabilities.

The architectural feature most prominent in 
FTC complaints is the requirement to maintain 
and monitor effective network perimeter controls, 
such as firewalls, to block malicious content from 
entering the network.35 The FTC’s business guide 
dedicates an entire section to its expectations with 
respect to firewalls. Specifically, the FTC advises 
that companies should (1) use firewalls to protect 
networks from attacks while connected to the 
Internet or other public networks, (2) “[d]etermine 
whether” to install a “border” firewall (also known 
as a DMZ) to further insulate the main company 
networks where connected to the Internet, and 
(3) consider using internal firewalls where some 
machines on the network store more sensitive infor-
mation than others.36 Regardless of the strategy, at 
minimum industry-standard firewalls should protect 
servers containing sensitive consumer data from 
public networks.

Relatedly, the FTC has brought enforcement 
actions where fraud-facilitating consumer data, such 
as payment card data, resided on computers that 
were not segregated from other company systems 
that served nonsensitive functions or that permit-
ted broader access rights.37 Employing network or 
server partitions to insulate sensitive data from non-
sensitive data—and to reduce the number of indi-
viduals who are able to access the sensitive partition, 
while enabling more robust authentication—creates 
another safeguard against a breach if a hacker is able 
to compromise the nonsensitive server but not the 
sensitive server.

The FTC has made clear that a business is 
responsible not only for securing its own network, 

but also for limiting the opportunities for insecure 
computers or other devices to connect to and access 
the network, and for technologically and contrac-
tually preventing third parties from accessing the 
network without meeting minimum security require-
ments.38 For example, the FTC alleged in a recent 
complaint that a company did not maintain lawful 
security practices because it: (1) failed to ensure that 
third parties implemented adequate information 
security policies and procedures prior to connect-
ing to the company’s network; (2) permitted servers 
to connect to its network even though they used 
outdated operating systems that could not receive 
security updates or patches to address known security 
vulnerabilities; and (3) failed to adequately restrict 
third-party vendors’ access to its networks and 
applications, such as by restricting connections to 
specified IP addresses or granting temporary, limited 
access.39 To mitigate these risks, the business guide 
recommends that companies conduct an inventory 
of all connections to the computers and networks 
where they store sensitive consumer data, closing 
off connections where not needed (e.g., by disabling 
or closing Internet-connected ports on a computer 
when an Internet connection is not necessary to 
perform its function).

ENCRYPTION

The FTC has addressed data encryption in two 
different contexts: (1) when sensitive consumer data 
is in transit, and (2) when it is at rest.

When sensitive consumer data is in transit 
over public networks (such as the Internet) or wire-
less networks, the FTC is unequivocal: it must be 
encrypted.40 Doing so prevents others who may be 
monitoring the network from accessing and misusing 
the data. In its guidance and cases, the FTC describes 
several scenarios in which sensitive consumer data 
should be encrypted, including when transmitting 
data via an insecure file transfer protocol, via email, 
or through remote access to a network.41 Functionally, 
this requires Web sites that collect sensitive consumer 
data over the Internet, such as e-commerce sites that 
accept credit card payments, to provide an encrypted 
connection such as through use of the Transport 
Layer Security or Secure Sockets Layer protocols. 
Web sites or other online services that claim they use 
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a secure connection, but which fail to properly imple-
ment it, risk FTC action.42

In contrast to the requirement to encrypt sen-
sitive consumer data in transit, the FTC business 
guide recommends that businesses merely “consider” 
encrypting such information when stored on the net-
work.43 That said, the FTC has often cited a lack of 
encryption of data at rest as an unreasonable security 
practice when there has been another security failure 
that allowed the initial unauthorized access to the 
network.44 So if there is unauthorized access to a data-
base containing sensitive consumer data, a company 
can mitigate the risk of regulatory action (or a breach 
notification requirement) by having encrypted the 
database.

ACCESS CONTROL AND 
AUTHENTICATION

Not all data breaches are caused by a hacker 
infiltrating the system through the circumvention 
of a technical or code-based barrier. In some cases, 
sensitive consumer data is inadvertently made avail-
able through an Internet-facing or other public-facing 
network connection. In others, a hacker is given the 
keys to the kingdom in the form of crackable or eas-
ily accessible access credentials. The FTC treats both 
of these scenarios as “unreasonable,” and therefore 
unlawful.

In the first scenario, a server storing sensitive 
data can be accessed without requiring the end user 
to enter access credentials. These authentication gaps 
can occur in a number of ways. For example, the FTC 
takes the position that a company violates Section 5 
when it does not establish controls preventing its 
employees from downloading peer-to-peer file-sharing 
software that makes company files containing sensi-
tive consumer data accessible to other members of the 
file-sharing network.45

The FTC also has proceeded against Internet-
facing services that have failed to close backdoors that 
allowed Web users to access sensitive consumer data 
without being properly authenticated. In one case, a 
user exploited a “predictable resource location” flaw 
by typing a precise URL into the browser that gave 
the user access to an entire database containing cus-
tomer information without being prompted for access 
credentials.46 In another case, an e-commerce Web 

site’s omission of an authentication code for its “order 
status” interface allowed any visitor to the site who 
entered a valid order number to exploit a “broken 
account and session management” vulnerability to 
view personal information relating to other consum-
ers of the site.47

With respect to the second scenario, the FTC 
has brought actions against companies who experi-
ence breaches in part due to poor user credentialing 
procedures or substandard password requirements 
that allow hackers to guess valid credentials and gain 
access to user accounts. In its complaints and business 
guide, the FTC has given plenty of details about what 
credentialing and password shortcomings it consid-
ers to be part of a failure to provide “reasonable and 
appropriate” security,48 including:

• not resetting default user IDs and passwords that 
are enabled on computer systems;

• not requiring customers or employees to use 
unique User IDs or “complex passwords” that 
“are difficult for hackers to guess,” for example:
—  by allowing remote access to a system devel-

oped by “Micros Systems, Inc.,” using “micros” 
as both the user ID and the password;

—  by not insisting that users choose passwords 
with a mix of letters, numbers, and characters;

• not prohibiting users from selecting the same 
word, including common dictionary words, as 
both password and user ID, or a close variant of 
the user ID as the password;

• not prohibiting the use of the same password 
across applications and programs;

• not requiring periodic changes of user creden-
tials, “such as every 90 days,” for customers 
and employees with access to sensitive personal 
information;

• not suspending user credentials after “a certain 
number of ” or “a reasonable number of ” unsuc-
cessful login attempts;

• not using password-activated screen savers to lock 
employee computers after a period of inactivity;

• not locking out users who do not enter the cor-
rect password within a designated number of 
login attempts;

• permitting the sharing of user credentials among 
a customer’s multiple users;

• allowing users to create new credentials with-
out confirming that the new credentials were 
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created by customers rather than by identity 
thieves;

• not using two-factor authentication (i.e., authen-
tication using something tangible in addition to a 
password, such as a token, a key, or biometrics); 
and

• with respect to administrative credentials:
—  not prohibiting the use of common dictionary 

words as administrative passwords;
—  not requiring that administrative passwords 

be “unique,” that is, different from any other 
password that the administrator uses to access 
third-party programs, Web sites, and networks;

—  not prohibiting the storage of administrative 
passwords in plain text in email accounts;

—  not providing an administrative login Web 
page that is made known only to authorized 
persons and is separate from the login Web 
page provided to other users; and

—  not imposing other reasonable restrictions on 
administrative access, such as by restricting 
access to specified IP addresses.

Despite its length, this list of password “don’ts” is 
not too onerous to implement, with the possible 
exception of two-factor authentication, which can 
require the distribution of tokens and nontrivial 
reengineering of systems. That “requirement” was 
only mentioned in one complaint as an item on a 
longer list,49 so the FTC may not even require it in 
all circumstances.

CONCLUSION

The vague-but-evolving cybersecurity standards 
set forth by the FTC in its complaints and business 
guide have been effective in influencing companies 
to invest in security programs designed to protect 
sensitive consumer data.50 Under the prevailing legal 
framework, a business can be held responsible for 
a breach of sensitive consumer data if the breach 
resulted from a failure to implement “reasonable 
and appropriate” best-practice security measures to 
protect that data. But to avail itself of a defense that 
its security measures are reasonable and appropri-
ate, a company needs to be able to demonstrate 
that its practices hold up to the prevailing industry 
standard. To do that requires the development and 

implementation of a compliance plan before any 
breach takes place.

Although the FTC’s legal test for data security con-
tinues to develop, businesses and organizations han-
dling sensitive consumer data on Internet-connected 
or other networked computers can take a number of 
steps to proactively avoid the threat of a regulatory 
action and to preserve the argument that they acted 
reasonably. The first step is complying with the secu-
rity controls already identified by the FTC, many of 
which are described in this article, particularly in the 
areas of: (1) testing and monitoring for reasonably 
foreseeable vulnerabilities and threats, (2) network 
architecture, (3) encryption, and (4)  access control 
and authentication. But in addition to those specific 
security controls, a company also can take the fol-
lowing steps to mitigate the risk of a regulatory data 
security action, a breach notification requirement, or 
a lawsuit:

1. Take an inventory of sensitive consumer data, 
and connections to the servers containing that 
data. The first step to avoiding a breach of regu-
lated consumer data is to know what information 
the organization collects and maintains, where 
that information is stored, and how that infor-
mation can be accessed. In many organizations, 
sensitive information may be scattered through-
out systems and databases. Consider minimizing 
local copies of sensitive data, centralizing storage, 
minimizing access points, and encrypting sensi-
tive data at rest.

2. Minimize sensitive consumer data that is col-
lected and stored. Regulators usually step in 
only when a breach results in harm to consum-
ers, and to date they only have viewed harm as 
arising from limited types of sensitive consumer 
data. So to the extent that a company does not 
need to collect or retain these types of consumer 
data on which regulators focus, limiting the col-
lection and timely disposing of such data can 
mitigate the risk to the company. Given the 
risks involved, many companies outsource their 
processing of sensitive categories of consumer 
information over the Internet, such as by using 
third-party vendors to collect and process online 
credit card payments.

3. Adopt a comprehensive data security program. 
Corporate data security issues are not limited to 
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personally identifiable information, but also to 
proprietary and trade secret information as well. 
As a matter of good corporate hygiene, then, 
businesses may wish to establish and implement 
a comprehensive data security program that is 
reasonably designed to protect the security of 
all of the company’s confidential information. 
A significant factor in convincing a regulator 
to decline to bring charges based on a breach 
is the level to which the company can demon-
strate  that it took all reasonable measures to 
prevent the breach. Showing that the company 
is compliant with a respected best practice stan-
dard, such as the ISO/IEC 27000 series or NIST 
Special Publication 800-53, will go a long way 
to protecting the company from both legal and 
nonlegal breach fallout. For smaller organizations 
without vast stores of sensitive data, this does 
not need to be a significant undertaking; there 
are off-the-shelf materials and audit criteria that 
can help guide assessment efforts. But regardless 
of size, organizations should consider conducting 
these assessments under the direction of coun-
sel, to preserve privilege in case the assessment 
reveals any risk that later leads to a breach.

4. Regularly train employees on data security. 
While IT staff responsible for security operations 
should receive the most robust training, countless 
breaches have occurred through the actions of 
non-IT employees, from clicking on a virus in an 
email to losing a thumb drive containing sensi-
tive information. Therefore, all employees should 
be trained on the company’s data security policies 
when they first join the organization and then on 
a periodic basis thereafter.

5. Incorporate data security into vendor manage-
ment procedures. Organizations are increasingly 
outsourcing data processing operations to service 
providers, so a key to maintaining an acceptable 
level of risk is conducting reasonable diligence 
of these providers and including security-specific 
terms into contracts.
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default/files/documents/cases/140117labmdorder.pdf. In every other 
publicly reported case, the investigated company has settled with 
the FTC.
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